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The “Most Frequent Sense” Baseline

If no other information is available, assign the most frequent sense.



The “One Sense per Discourse” Heuristic

Ambiguous words recurring in the same context will tend to share a single sense.



The “One Nearest Neighbour” Algorithm

Use contextual word embeddings, select the nearest matching embedding.
▶ Requires a semantically tagged corpus (e.g. SemCore) as well as contextual embeddings

(e.g. BERT).
▶ Words not in the tagged corpus can be handled by averaging the embeddings of its synset

in WordNet.



Context (“Features”)

▶ Part-of-speech data on tokens in a window
▶ Collocation information (n-grams)
▶ Syntactic relations
▶ Weighted averages of context embeddings.

Context POS alone awarded rather a modest place in Jurafsky and Martin, surely because the
fine sense distinctions in current WSD work don’t correlate with differences in context POS.

http://web.stanford.edu/~jurafsky/slp3/23.pdf


Lesk Algorithm

Use overlap between context and dictionary definitions.
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