
Stray Concepts

P. S. Langeslag



n-Gram

A sequence consisting of n words as they occur in a string of text.

Figure 1: Double quotes yield n-grams on most search engines

▶ We speak of bigrams and trigrams but commonly write 2-gram, 3-gram.
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Regular Expression

Search string relying on an extensive, conventional pattern-matching grammar

>>> import re
>>> haystack = "thesis2022-04-19q_formatted.md"
>>> needle = "^thesis[0-9]{4}-[0-9]{2}-[0-9]{2}[a-z]_formatted\..*$"
>>> re.search(needle, haystack)
<re.Match object; span=(0, 30), match='thesis2022-04-19q_formatted.md'>



Stem

Linguistic Definition
The base of a given word form, to which inflectional information is added.

NLP Definition
The base to which a given type may be reduced by stripping away (known) inflectional (and
sometimes derivational) information, whether or not the resulting form is linguistically
recognized.
>>> import re
>>> sentence = 'Jael rushed hurtling down the stairs'
>>> tokens = sentence.split()
>>> pattern = '(s|ing|ed)$'
>>> stems = [re.sub(pattern,'',token) for token in tokens]
>>> stems
['Jael', 'rush', 'hurtl', 'down', 'the', 'stair']
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Lemma

Linguistic Definition
Dictionary headword

NLP Definition
Unique identifier to which inflected forms of the same word may be assigned
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Overfitting

Training a supervised neural network so precisely on its training data that its ability to predict
new data is adversely affected.



Data Separation

training data
60%

▶ fitting

validation data
20%

▶ selecting optimal
hyperparameters

test data
20%

▶ demonstrating accuracy
with new data

Shuffle your data!



Precision and Recall 1/2

Recall
How well a classifier does at assigning the accurate label: 𝑇 𝑃

𝑇 𝑃 + 𝐹𝑁

Precision
How well a classifier does at foregoing assignment of an inaccurate label: 𝑇 𝑃

𝑇 𝑃 + 𝐹𝑃

F-Measure
The harmonic mean between the two: 2𝑟𝑝

𝑟 + 𝑝
By default, all three are used of a specific label, but they can be generalized.
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Precision and Recall 2/2: Example

If a classifier tries to compile a list of e.g. Latin words as found in an English corpus, we
discern two kinds of error: false negatives are Latin words in the corpus that are not added to
the list, whereas false positives are non-Latin word that are added to the list.

Recall measures false negatives; it describes how good the algorithm is at finding all the Latin
words.

Precision measures false positives; it describes how good the algorithm is at avoiding
populating the list with non-Latin words.

Evaluation should capture both these measurements.
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